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Abstract 

This paper provides a demonstration of the idea for a microfluidic, which is based on dry chemicals, stable, and semi-
quantitative assay using a larger dataset with a variety of conditions. An optical method is used to measure the color 
change of pH paper. In order to support the claim and provide evidence, this paper will specifically explore the 
parameters of an intelligent colorimetric test that satisfies the ASSURED standards. All the time it measures by using 
traditional manual method. Our goal in this study was to gather objective data by using Red, Green, and Blue values to 
represent the pH change of the paper. The system under investigation is an intelligent image-based system that 
performs automatic paper-based colorimetric tests in real-time. This paper classifies the pH scale by using machine 
learning models. 

Keywords:  Image processing; Feature Extraction; pH paper image data; Machine Learning; KNN; Decision Tree; 
Random Forest. 

1. Introduction

Machine learning is an artificial intelligence approach and a subfield of computer science. Machine Learning is used in 
varied fields, which has been discussed in these papers [1-12]. The number of pH changes according to how much of the 
substance dissolves in water and releases hydrogen ions. In this instance, more hydrogen ions are produced at lower 
pH values. Consequently, the acid becomes stronger the lower the pH value. A measurement called pH is used to show 
which solution is more basic or acidic.  It is the exponent for hydrogen ion concentration. Definition is the numerical 
value of the concentration of hydrogen ions (H +) in a given volume of solution. To differentiate between acid and base, 
pH is measured for the most fundamental purpose. All acidic materials are aqueous solutions that typically dissolve in 
water to release hydrogen ions (H +) and have a pH of less than 7. It tastes bitter and is slippery as a result. Neutral pH 
is 7 [1, 2]. This nature gives rise to the sour taste characteristic. Conversely, all bases dissolve in water to produce 
hydroxide ions and have values greater than pH 7. In paper [13], examined numerical solution of unsteady MHD natural 
convection flow of a viscous, incompressible, electrically conducting and heat absorbing fluid past an impulsively 
moving vertical plate with ramped temperature embedded in a porous medium in the presence of thermal diffusion is 
carried out. In paper [14], considered MHD flow and heat transfer of nanofluid over a stretchable surface with melting, 
where chemical reaction effects discussed. In paper [15-19], have discussed the effects of hall current and rotation on 
steady MHD Couette flow of Class-II of a viscous, incompressible and electrically conducting fluid in the presence of a 
uniform transverse magnetic field. In every field, the machine learning has been used.  

In this study, we aimed to obtain objective data by indicating the change of pH paper according to pH as Red, Green, and 
Blue values. Here, pH scale recognition using machine learning regression model based upon the color model RGB and 
web application using flask. 
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Using a pH paper that changes color based on pH is an easy way to measure pH. These methods are quick and easy to 
use, but they are not quantitative values; rather, they are subjective results of the measure, which makes it difficult to 
objectively distinguish minute differences in color and results in poor accuracy.  

This article explains the initial attempts to explore the pH scale identification using machine learning algorithms. Section 
4 concludes by classifying the pH s of machine learning algorithms in an effort to offer a better solution. 

2. Machine Learning Model 

Machine learning is an artificial intelligence approach and a subfield of computer science [20-30]. This method has the 
benefit of allowing a model to address issues that are not amenable to explicit algorithms, and it can be applied in 
multiple domains. A thorough analysis of various deterministic and machine learning techniques for predicting food, 
crop yield, weather, and hepatitis is provided in [31-38].  Even in situations where representation is not feasible, 
machine learning models identify relationships between inputs and outputs; this characteristic allow the use of machine 
learning models in many cases, for example in data mining and forecasting problems, spam filtering, classification 
problems, and pattern recognition. Because one must work with large datasets and machine learning models can handle 
pre-processing and data preparation, the classification and data mining aspects of this field are especially intriguing. 
Following this stage, forecasting issues can be solved using the machine learning models. 

2.1. Decision Tree 

A decision tree is a type of decision support tool that shows potential decisions, outcomes, or reactions using a model 
or chart that resembles a tree [39-42]. 

2.2. Random Forest  

The random forest is a model made up of many decision trees. This algorithm combines the output of multiple decision 
trees to generate the final output [24, 40-42]. 

2.3. K-Nearest Neighbors (KNN)  

One of the most basic machine learning algorithms for regression and classification problems is K-Nearest Neighbors 
(KNN). Using similarity metrics, KNN algorithms classify new data points using existing data. An efficient machine 
learning technique for both regression and classification problems is K-nearest neighbors [7]. The idea behind KNN is 
to use the distance between an unknown sample and the K closest samples in the training set to classify it. The process 
of classification involves designating the most prevalent class among the K closest neighbors. Because KNN is a lazy 
learning algorithm, all that needs to be done for training is storing the training data. KNN is quick and memory-efficient 
because the real classification or regression of fresh samples is done at the prediction stage. KNN can handle both linear 
and nonlinear data, and it is simple to comprehend and apply. Nevertheless, the selection of K, the size of the features, 
and features that are not relevant can affect how well it performs. Unlabeled observations are classified using a KNN 
classifier by putting them in the same class as the labeled examples that are the closest to them. Both the training and 
test dataset's characteristics are gathered. For instance, the crunchiness and sweetness of fruit, vegetables, and grains 
can be used to identify them [43-49]. 

3. Results and Discussion 

For this project, gathering datasets is essential. The data has collected from Kaggle, which contains four attributes such 
as Blue, green, Red and Scale. Our goal in using this dataset is to classify the pH scale, so here tried a number of different 
algorithms by using python to run the program for experimental purposes. Regression modeling has been used by many 
to analyze this dataset, but since pH scale images are in categorical format, we considered classification [32]. The 
accuracy of all machine learning model for classifying the pH scale images is shown in Table 1. 

Table 1 Classification Results Using Machine Learning Models 

Machine Learning Classification Models Accuracy of the Model (%) 

KNN 77% 

Decision Tree 92% 

Random Forest 84% 
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From the above table, we can easily conclude that Random Forest model has the best accuracy in comparison with other 
implemented machine learning models. The accuracy score of Decision Tree as well as accuracy score also found out to 
be maximum. 

4. Conclusion  

The machine learning models were chosen based on how well the model would perform in a binary classification when 
compared to other experiments under similar conditions. This paper is a companion work to an experiment conducted 
on a dataset containing pH scale image of interest data. Features seen from the pH image are included in the dataset. 
Cross-validation was used to run the models flawlessly and determine the ideal meta-parameters for each model. From 
the result its shows that Decision tree model works well to recognize and classify the pH. 
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