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Abstract 

This review summarises all recent papers related to the prediction of diseases caused by air pollution. Most of the 
papers identified through the literature review focused either on health risk prediction alone or air pollutant prediction 
in various regions. However, very few research articles are based on predictive models that provide health risk 
predictions and also assess the effects on health. Therefore, the primary objective of this review is to identify models 
that incorporate both air pollution data and health data to predict diseases. This review encompasses the shift from 
traditional models to machine learning models in forecasting. This study will be beneficial for future research aimed at 

identifying diseases caused solely by specific air pollutants. 
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1. Introduction

A study on the impact of air pollution is necessary because it is harming the environment and contributing to millions 
of deaths worldwide each year. Researchers have also linked air pollutant exposure to severe health problems such as 
respiratory disease, cardiovascular disease, and premature mortality. The availability of air pollution and health data 
has provided new opportunities to develop disease prediction models that can estimate the potential health impact of 
air quality. Recently, researchers have been utilising various machine learning models due to advancements in 
computational tools. These models can handle high-dimensional data and nonlinear relationships, as well as complex 
patterns. Therefore, traditional modelling techniques are being replaced with machine learning modelling for time-
saving and rapid research analysis. These generated models enhance predictive accuracy and enable real-time 
forecasting in urban environments, where policy decisions rely on timely data. This review paper summarises the 
current literature on statistical and machine learning models used to predict health outcomes associated with air 
pollution. Here, all papers are reviewed based on their methodologies, data sources, strengths and limitations of the 
study, and the quality of evidence. 

2. Materials and Methods

2.1. Search Strategy 

A comprehensive literature search was conducted using major academic databases, including Google Scholar, Scopus, 
PubMed, ResearchGate, Elsevier, and Web of Science. The aim was to identify the original research articles that include 
air pollution disease prediction modelling using traditional or machine learning techniques to explore the relationship 
between air pollution exposure and health outcomes. Only recent studies published between 2015 and 2025 were 
selected. Search queries using the Boolean operators were used. 
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• ("air pollution" OR "particulate matter" OR PM2.5 OR PM10) 
• AND ("health effects" OR "respiratory disease" OR "mortality" OR "hospitalisation") 
• AND ("modelling" OR "forecasting" OR "statistical model" OR "machine learning" OR "deep learning") 

2.2. Study Screening and Selection 

Initially, from all database searches, 27,400 records were obtained. We then removed all duplicates and irrelevant 
articles to ensure a clean dataset. Based on the title, abstract, and full-text article, 980 records were excluded. Following 
a meticulous screening process, we selected only 94 records, each of which was carefully chosen and reviewed. Most 
studies using the chosen records are solely concerned with modelling health data or air pollution. Ultimately, we 
finalised 21 studies that met the criteria for modelling both air pollution data and health data, including disease 
prediction models. The study selection process is summarised using the PRISMA 2020 flow diagram. 

2.3. Risk of Bias Assessment 

 

Figure 1 PRISMA flow diagram 

This review focused on high-quality studies. Most of these studies clearly defined their objectives, used reliable data 
sources, and employed the necessary modelling techniques. The risk of bias was assessed using the ROBIS tool. A traffic 
light plot and summary plot (Figures 2 and 3) indicate that the overall risk is low to moderate. These findings show 
strong methodological practices in health impact modelling related to air pollution techniques.  
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Figure 2 Traffic Light Plot 
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Figure 3 Summary plot 

3. Methodology of Included Studies 

The selected studies employed various modelling techniques, ranging from traditional to machine learning, depending 
on the objectives, availability, and complexity of the data. So, these techniques are summarised below.  

3.1. Statistical Time-Series and Mixed Models 

Most studies rely on regression models because the data are longitudinal and collected from multiple locations. In the 
study by Kazemi et al. (2024), the authors combined a health impact assessment calculated using the WHO’s AirQ+ tool 
with linear mixed effects (LME) regression to analyse pollutant trends and their health impacts [19]. Hourly data for 
PM₁₀, NO₂, and O₃ were collected from several cities in Iran, and an LME model was applied, using each city as a random 
intercept after aggregating pollutant concentrations. This model was chosen to account for repeated monthly 
measurements within cities and to capture seasonal or nonlinear changes using polynomial terms. Similarly, Zhang et 
al. (2024) carried out a time series study of daily PM₂.₅ and cardiovascular mortality across 272 cities. [1] For each city, 
data were first modelled with GAM using quasi-Poisson regression for daily death counts, with adjustments for long-
term and seasonal trends (using smooth splines), weather effects, and day-of-week effects. A distributed lag framework 
was employed to capture same-day and short-delayed PM₂.₅ effects (lag 0-2 days), allowing measurement of short-term 
pollution spikes related to mortality.  

Liu et al. (2016) employed a cross-sectional multilevel regression analysis to investigate the relationship between long-
term exposure to fine particulate matter and cardiovascular disease in U.S. cities. The rates of the used derived diseases 
(stroke, heart disease, diabetes) for 2010-2013 and the average PM₂.₅ concentrations taken from EPA monitors. The 
nested multilevel model was fitted to reflect geographic clustering and unobserved state effects. Additionally, a 
hierarchical regression was chosen because it properly partitions variance at the state and county levels, controls for 
confounding, and provides an unbiased estimate of how a 10 µg/m³ increase in long-term PM₂.₅ relates to changes in 
disease prevalence [2]. 

3.2. Cohort and Cross-Sectional Designs 

Traditional epidemiological designs, often combined with regression models, are also employed in some studies. Jung 
et al. (2015) surveyed 5443 Korean children to investigate the effect of traffic-related air pollution (TAP) and allergies 
in their cross-sectional study.  GIS is used for TAP exposure measurements, such as the distance from home to major 
roads (total road length and density within a 200-m radius). Health outcomes (asthma, allergic rhinitis, lung function) 
were obtained from questionnaires and clinical records. Then, a multivariate logistic regression analysis was used to 
examine the effects of TAP on health outcomes, given that the outcomes were binary. [3] 

A prospective birth cohort study of 736 children was conducted by Hsu et al. (2015) to check the relationship between 
PM₂. ₅ and asthma onset with the use of a high-resolution satellite-based land-use regression model (combining aerosol 
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optical depth with land-use and meteorological data). Also, a distributed lag models (DLM), which estimate pollutant 
effects at each week of gestation on asthma, was used to identify the critical exposure window. This approach was used 
because it can flexibly detect when in pregnancy exposure is most harmful, and also stratified by the child’s sex to test 
interactions.  

3.3. Bayesian and Hierarchical Models 

A fully Bayesian hierarchical frameworks were used in several studies. Pirani et al. (2015) used this method to assess 
the relationship between continuous particle exposure and daily respiratory mortality in London. They employed the 
Dirichlet process mixture model to cluster days based on their multi-pollutant profiles and associated mortality counts. 
Instead of regressing pollutants separately, they used this method because the high correlation of pollutants can give 
unstable results. In this process, the number of clusters is a priori detected from the data. Then, days with similar 
pollutant mixes and mortality form latent clusters, each characterised by a mean exposure vector and mortality risk. 
Additionally, smooth spline terms for time and temperature are employed to account for seasonal and weather 
confounding. This approach can handle high-dimensional, correlated exposures and reveal hidden patterns of pollution-
related health effects without pre-specifying pollutant combinations[4], [5]. 

Similarly, Huang (2015) developed a two-stage Bayesian hierarchical model in Scotland. In stage 1, a fusion model was 
used that combined monitored NO2 data to create fine-scale pollution maps. In stage 2, those estimated NO2 levels were 
linked to respiratory hospital admissions using a Poisson log-linear regression. This health model has spatial random 
effects to adjust for residual spatio-temporal autocorrelation. By fusing data sources, the model aimed to improve 
exposure estimates (especially where monitors are sparse), and the hierarchical approach naturally incorporated 
uncertainty from pollutant estimation into the disease model [6]. 

Blangiardo et al. (2019) proposed a fully Bayesian joint model (H2Mjoint) for time-series data in their study, which 
estimates both “latent” pollutant concentrations and health effects as components of this two-component model. 
Component 1 models the actual pollutant levels using multivariate autoregressive models, which account for 
measurement error and correlations among pollutants. Component 2 regresses daily cardiovascular mortality on those 
latent concentrations, employing Poisson regression with splines for time and weather. Importantly, the joint 
estimation passes uncertainty from pollutant modelling into the health model, which contrasts with traditional two-
step methods that first estimate pollution and then plug it into health regression. By fitting the entire system via MCMC 
(e.g., in Open BUGS), they can account for high pollutant correlations and missing data, yielding more robust effect 
estimates [7]. 

3.4. Machine Learning and Hybrid Predictive Models 

Nowadays, due to advancements in studies, machine learning models are used more often. Bhakti Pimpale (2023) in 
her study used air quality and weather variables to build a multi-output ensemble ML model to forecast daily respiratory 
outpatient visits. She has used satellite as well as ground-level data, along with historical OPS counts for acute 
respiratory infections and pneumonia. She has tested 13 algorithms, and the final model was developed by combining 
Gaussian and extra trees regressors because this model can handle data issues better than any single model. The 
methodology employed in this study involves extensive preprocessing, including data transformations, PCA/VIF for 
detecting multicollinearity, stationarity tests, and tuning of 7–8-day lag structures for each target disease. This ML-
based approach was used because it can capture complex nonlinear relationships in the data and produce simultaneous 
forecasts for multiple diseases[9] 

Similarly, D.P. Singh (2024) reviewed multiple ML models for predicting lung cancer onset from clinical features. Then, 
he compared algorithms such as Support Vector Machines, Random Forests, neural networks, and ensemble methods. 
The electronic health record was used to frame the analysis on these features to classify cancer risk, evaluated by 
metrics (accuracy, AUC-ROC, etc.). The methodology used for comparing models under a uniform framework, with 
feature selection and preprocessing (handling missing data, balancing classes) to improve performance. The main 
objective of this study was to highlight how ML could improve the early detection of lung cancer[10]. 

Lei Zhang (2024) took a hybrid forecasting approach for an Air Quality Health Index (AQHI) in Guangzhou. They used a 
combined Random Forest and Adaptive Lasso (“RF-Alasso”) to select key pollutants (from PM₂.₅, PM₁₀, NO₂, SO₂, CO, 
O₃) with meteorological factors. Then, they built three time-series models using daily data (2015–2019 for training, 
2020–2021 for testing) with LSTM networks. These models were evaluated by metrics (R², MAE, RMSE, AIC) on 
mortality outcomes. The hybrid approach was chosen to leverage the strengths of both classical (ARIMA) and deep 
learning (LSTM) methods, aiming for more accurate AQHI predictions[1]. 
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In all the above studies, each method requires appropriate data; most studies combined air quality (monitor or satellite) 
data with health statistics (mortality, hospital admissions, or clinical surveys) and covariates (demographics, weather). 
So, depending on the type of data model selected, most of the studies show that a hybrid modelled approach is better 
than selecting a single model. A combination of Machine learning methods with traditional approaches (e.g., Light GBM 
method with linear regression) yields a better model for assessing health impacts. 

4. Results and Discussion 

All the reviewed studies collectively provide evidence that both short-term and long-term exposure to air pollutants 
(especially PM₂.₅, NO₂, and O₃) is strongly associated with adverse health outcomes such as asthma, respiratory tract 
infections, cardiovascular diseases and premature mortality. 

4.1. Health Risks Associated with Specific Pollutants 

PM₂.₅ is the most influential pollutant linked with both immediate and delayed health impacts. The short exposure to 
PM₂.₅ significantly increased cardiovascular mortality [2], and long-term exposure increases the prevalence of stroke, 
heart disease, and diabetes [11]. It has been found that Nitrogen dioxide (NO₂) associated with vehicular traffic shows 
a consistent association with respiratory issues and a higher risk of asthma and allergic rhinitis among children living 
near high-traffic areas [4]. It has also been observed that ozone is associated with acute respiratory symptoms and 
increased hospital visits [2],[ 3]. 

4.2. Temporal and Spatial Dynamics 

Time-series studies have demonstrated that increases often follow short-term spikes in pollution levels (especially 
PM₂.₅ and PM₁₀), resulting in hospital admissions or deaths within 1 to 3 days. Distributed lag models and DLNMs helped 
reveal these time-sensitive relationships. [6], [12]. 

Spatial analyses also uncovered important insights. Liu et al. (2016) found regional variations in pollution-related health 
risks, influenced by demographic and climatic factors. Bayesian hierarchical models [7] were employed to account for 
such spatial heterogeneity, revealing significant clustering effects that demonstrate how urban form, infrastructure, and 
socioeconomic variables can influence exposure and vulnerability [2], [6]. 

4.3. Model Comparisons and Performance Insights 

Traditional statistical models, such as Poisson regression, GLM, and GAM, were found to be highly interpretable and 
suitable for estimating the direct health effects of pollutants. However, their performance may decline when handling 
high-dimensional data or complex, nonlinear relationships. 

Machine learning (ML) models, on the other hand, provided higher predictive accuracy in many cases. For instance, 
Pimpale (2023) found that an ensemble model combining Gaussian Process and Extra Trees regressors significantly 
outperformed single algorithms in predicting daily respiratory outpatient visits. The use of ML was especially 
advantageous when the goal was forecasting rather than causal inference, and when input data included multiple 
pollutants, weather variables, and temporal lags [9]. 

Hybrid models, such as ARIMA-LSTM [2], demonstrated superior performance by capturing both linear and non-linear 
patterns in air quality health index (AQHI) forecasting. These models showed lower error rates (e.g., RMSE) and higher 
R² values, indicating that combining statistical time series forecasting with deep learning components can yield more 
accurate and adaptive forecasts. However, these models often required large volumes of clean, temporally aligned data 
and were sensitive to missing values or inconsistent time lags, necessitating robust preprocessing and validation steps 
[13], [14], [15]. 

4.4. Role of Bayesian and Explainable Models 

Bayesian models provided valuable advantages in uncertainty estimation and integration of multi-level data. The 
Bayesian profile regression approach by Pirani et al. (2015) enabled the clustering of pollution–mortality profiles 
without requiring the specification of individual pollutant effects. Blangiardo et al. (2019)’s H2Mjoint model enabled 
simultaneous estimation of latent pollutant exposures and health outcomes, offering better robustness to measurement 
error [6], [8]. 



World Journal of Advanced Research and Reviews, 2025, 27(01), 1255-1262 

1261 

These approaches, although computationally intensive, are well-suited for complex urban environments where 
pollutant sources are interdependent and exposure data may be sparse or noisy. They also support interpretability, 
which is increasingly important in environmental epidemiology. 

4.5. Emerging Trends and Future Directions 

Several promising trends were observed across the studies: The integration of satellite data and remote sensing into 
exposure modelling is expanding geographical coverage, especially in low-resource settings. The move from single-
pollutant models to multi-pollutant and mixture analysis (e.g., using clustering or joint modelling) reflects a more 
realistic approach to urban air pollution. Explainable AI techniques, such as feature importance from Random Forest or 
SHAP values in XGBoost, are being used to interpret the role of individual pollutants in complex models. Natural 
experiments, such as analyses of COVID-19 lockdowns [16], offer valuable real-world insights into the effects of 
emission reduction strategies. Nonetheless, challenges remain in integrating heterogeneous data sources, handling 

missing data, aligning spatial and temporal resolutions, and ensuring model transparency and generalizability[16], [17]. 

5. Conclusion 

This review indicates the growing application of statistical and machine learning models in understanding and 
predicting the health effects of air pollution. Traditional models, such as GLM, GAM, and Poisson regression, remain 
valuable for clear interpretation, particularly in time-series and single-pollutant studies. However, modern methods 
such as Random Forest, XGBoost, LSTM, and hybrid models offer enhanced accuracy for complex, nonlinear, and large-
scale data analysis. Bayesian models help address uncertainty and spatial variability. Combining satellite data with 
ground pollution measurements and hospital records enhances reliability. Preprocessing steps, such as lag selection 
and variable ranking, are crucial for achieving optimal model performance. Model choice should depend on the research 
aim, the type of data, and the resources available. This review demonstrates that no single model is suitable for all 
scenarios. Future efforts should focus on developing explainable hybrid models and enhancing data integration, 
ultimately creating region-specific, accurate, and adaptable models to inform public health decisions. 
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